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Abstract—The Relative Transfer Function (ReTF) describing
the acoustic channel between two receivers in response to a
single source is a useful tool in many acoustic applications like
source localization, separation, and remote microphone methods.
In this paper, we propose an approach to generalize the ReTFs of
multiple simultaneous sound sources. We allocate receivers into
two multichannel groups and formulate the Relative Transfer
Matrix (ReTM) to describe the spatial acoustic channel between
them. We show that the ReTM is signal independent, a spatial
property of the acoustic environment, and that it can be blindly
estimated from the observed signals with covariance matrices.
We provide preliminary validation on simulated and experiment
recordings.

Index Terms—Relative Transfer Function, Spatial Audio, Mi-
crophone Array

I. INTRODUCTION

Solutions to acoustic problems have found success in ex-
ploiting the spatial mapping provided by ReTFs [1]. The
ReTF is a spatial function that describes the position of the
receivers and the position of the sound source within an
acoustic environment. It is given by the ratio of acoustic
transfer functions between a source and two receivers [2],
[3]. In a sense, the ReTF represents the coupling or acoustic
channel between two microphones in response to a single
sound source. Most notably, the ReTF is a property of an
acoustic system with three key attributes:

i) It is independent of the source’s emitted signal.
ii) It provides a unique signature of the source-microphone

positions and the acoustic environment such as room size
and reverberation [2].

iii) It can be reliably and robustly estimated blindly from
the received signals when only the single sound source
is active [4]–[6].

Its unique properties make the ReTF easily estimated and
exploited as a tool in various signal processing applications,
such as blind source separation [7]–[9], beamforming [4], [10],
[11], sound source localization [2], [12], [13], acoustic echo
cancellation [14], microphone array calibration [3], speech
enhancement [15], and in hearing aids [16]. Moreover, the
ReTF has also shown usefulness as a spatial feature in
learning algorithms for source localization [17] and low SNR

spatial-filtering-based speech enhancement [18]. The direct-
path ReTF has also been defined and used in many applications
[19]. Moreover, the ReTF has been extended to the spherical
harmonic domain as relative harmonic coefficients [1], [20]
with successful use in source localization [21], [22].

The ReTF is limited in that it is only valid when there is
a single active sound source in the acoustic environment. The
preceding acoustic applications which employ the ReTF are
often more challenged in lively settings with multiple sound
sources, as a result. There is often a compromise or assumption
made to subvert this challenge. One answer is to assume that
the multiple sound sources alternate in activity [23]. However,
this does not always match reality, especially in the presence
of sources that are continuously active.

Ultimately, a good answer is likely a generalization to the
ReTF for multiple simultaneous sound sources. Deleforge,
Gannot, and Kellermann [24], however, have shown that such
a generalization is not possible when using a single spectro-
temporal observation (which we briefly review in Sec. II).
Instead, Deleforg et al. [24] proposed a ReTF generalization by
using a plucker spectrogram transform to turn the observation
of multiple sources for multiple timeframes into an observation
of a single compound source. Good results in a source local-
ization application are achieved in a multi-source scenario. But
this approach still assumes that the number of active sources
in the environment is known and that all these sources are at
least partially active over the estimation period.

In this paper, we propose another extension toward general-
izing the ReTF for multiple simultaneous sound sources. We
consider two multichannel groups of receivers to formulate
the spatial mapping of the acoustic environment as a Relative
Transfer Matrix (ReTM) (Sec. III). The ReTM describes the
coupling or acoustic channel between the two multichannel
groups of receivers, similar to the ReTF. Moreover, the ReTM
exhibits the same three key properties as the ReTF. The ReTM:

i) is independent of the signals emitted by multiple sources;
ii) provides a unique signature of the source-microphone

positions and the acoustic environment;
iii) can be estimated blindly from the received signals

through a covariance-based method (Sec. III-A).
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Fig. 1. Drawing of receivers, sources, and transfer functions.

For the remainder of this paper, we provide a preliminary
and theoretical introduction to the ReTM. We do not consider
a specific acoustic application here, as we want to emphasize
that the ReTM is essentially applicable to any approach that
utilizes the ReTF. As such, we demonstrate estimating the
ReTM channel for a simple remote microphone application in
Sec. IV-A for both a simulated and live recording. While not
examined explicitly here, such remote microphone channels
are useful tools in spatial audio applications like active noise
control [25], [26]. We leave more thorough examinations of
the ReTM to future work, as its effectiveness is expected to
depend on the specific use case whether it be employed in
source localization, speech enhancement, or other applications.

II. PROBLEM FORMULATION

Consider two microphones indexed by integers {1, 2} and
a single sound source denoted by {α}, as shown in Fig. 1.
We will consider the second source, {β}, later on. Let us
denote the acoustic transfer functions between the source and
the microphones as H1α and H2α. The short-time frequency
domain signals received by the microphones, M{1,2}, are
described as

M1(f, t)=H1α(f)Sα(f, t), and M2=H2αSα, (1)

where (f, t) denotes frequency and time, and S is the source’s
signal. Note that we often drop the (f, t) notation for brevity.

A. The Relative Transfer Function

In theory, the ReTF is given by the ratio of the acoustic
transfer functions between the source and two receivers. The
ReTFs for the source α are given by

Rα
1,2(f) = H1α(f)/H2α(f), and Rα

2,1 = H2α/H1α, (2)

depending on whether microphone-{2} or -{1} is taken as the
reference, respectively. The ReTF can be estimated using (2)
when the acoustic transfer functions are known. However, this
typically requires impulse response (IR) measurements of the
source and a stable acoustic environment.

In another sense, the ReTF of Rα
1,2 can be considered to be

a spatial mapping between the received signal at microphone-
{2} to the received signal at microphone-{1}, due to the single
sound source {α}. This mapping can be illustrated by

M1(f, t) = Rα
1,2(f)M2(f, t) = H1α(f)Sα(f, t). (3)
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Fig. 2. Illustration of grouped microphones.

B. Estimating the ReTF from Received Signals

In practice, the ReTF can be estimated directly from signals
measured in a live environment. Consider the simple example
of taking the ratio of the two received signals in (1) as

M1(f, t)

M2(f, t)
=

H1α(f)Sα(f, t)

H2α(f)Sα(f, t)
=

H1α(f)

H2α(f)
= Rα

1,2(f). (4)

Observe that the source’s signal elegantly cancels off leaving
behind only spatial information about the acoustic environ-
ment. We note that the ratio of (4) is susceptible to noise.
Therefore, often the ReTF is estimated with the cross power
spectral density, P , of the received signals, [27]

Rα
1,2(f) ≈ P1,2(f, t)/P2,2(f, t). (5)

C. The ReTF with Multiple Sources

Consider now a second sound source denoted by {β}. The
received signals analogous to (1) for these two sources are

M1 = H1αSα+H1βSβ, and M2 = H2αSα+H2βSβ. (6)

Estimating the ReTF by substituting (6) into (4) gives us

M1(f, t)

M2(f, t)
=

H1αSα +H1βSβ

H2αSα +H2βSβ
= F(f, t, Sα, Sβ), (7)

which is some unknown function F that is no longer inde-
pendent of the source’s signal. In this simplified sense, the
ReTF is not generalizable to multiple simultaneous sound
sources. Therefore, the ReTF becomes an ineffective spatial
feature for acoustic processing (e.g. localization) in multi-
source environments. This issue remains even when increasing
the number of receivers [24].

III. THE RELATIVE TRANSFER MATRIX

In this section, we propose a spatial feature analogous to the
ReTF in the form of a matrix that is generalizable to multiple
simultaneous sound sources. To this end, consider Q receivers
indexed q = {1, · · ·, Q} and L sound sources indexed ℓ =
{1, · · ·,L}. Let us separate the receivers into two multichannel
subgroups denoted by {A} and {B} assigned with QA and
QB receivers, respectively. We illustrate one example in Fig.
2 with QA = 2, QB = 4, and L = 2 where ℓ = {α,β}.
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We express the signals received by each microphone group in
matrix form as

MA(f, t) = HA(f)S(f, t), (8)
MB(f, t) = HB(f)S(f, t), (9)

where MA = [M1, · · ·,MQA
]
T , S = [S1, · · ·, SL]

T , [·]T is
matrix transpose, and HA ∈ CQA×L is a matrix with elements
defined by the acoustic transfer functions. The vector MB ∈
CQB×1 and matrix HB ∈ CQB×L are similar.

Following the ReTF’s mapping property in (3), we intend
to find a matrix denoted RA,B(f) which defines the spatial
mapping between receiver groups- {A} and {B}, such that

MA(f, t) = RA,B(f)MB(f, t). (10)

We term RA,B(f) the ReTM (Relative Transfer Matrix).
A theoretical definition of the ReTM is found by left-side
multiplying (9) with a suitable pseudo-inverse of HB , and
then substituting the result for S in (8), to get

RA,B(f) = HA(f)H
†
B(f), (11)

where (·)† denotes Moore–Penrose inverse, assuming validity
(i.e., QB ≥ L).

Just like the ReTF, we observe that the ReTM (11) is
independent of the source signals. Furthermore, the ReTM is
seen to be a matrix described solely by the spatial properties
(the acoustic transfer functions) of the acoustic environment,
the source positions, and the receiver positions. These are two
of the three key properties of the ReTF we discussed in the
introduction. We show that the ReTM has the third property
of blind estimation next.

A. Blind Estimation of the ReTM from Received Signals

There are likely multiple approaches to estimate the ReTM
directly from received signals. In this work, we explore a
method using covariance matrices of

PAA(f) ≜ E{MAM
∗
A}, and PBA(f) ≜ E{MBM

∗
A}, (12)

where [·]∗ is conjugate transpose, and E{·} denotes the
expectation which can be found from averaged time frames,

PXY (f) ∼= 1
T

∑T
t=1MX(f,t)M∗

Y (f,t). (13)

Using (8) and (9) in (12), we write

PAA(f) = HAPSH
∗
A (14)

PBA(f) = HBPSH
∗
A (15)

where PS ≜ E{SS∗} is the expectation of the source signals.
Multiplying (15) with H†

B and substituting into (14) gives

PAA(f) = HAH
†
B PBA(f) = RA,B(f)PBA(f). (16)

Therefore, the ReTM can be estimated by applying the pseudo-
inverse of PBA(f) the right side of PAA(f) in (16), giving

RA,B(f) ≈ PAA(f)P†
BA(f). (17)

Like the ReTF of (5), (17) is an approximation of the ReTM.
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Fig. 3. Approximate setup of the receiver and source positions in the
numerical simulation and experiment recordings.

Compared to the generalization of the ReTF in [24], the
ReTM is similar in that it also works with the signal subspace
of the acoustic system. The ReTM, however, does not require
any prior knowledge of the number of sound sources. Ac-
cordingly, this independence from a pre-defined source count
makes the ReTM adaptable to inactive sources unlike [24].
The main disadvantage of the ReTM is that it relies on the
estimation of covariance matrices, whereas [24] does not. We
do not consider our ReTM approach to be futile, however, as
the covariance estimation is similar to that used in the popular
MUSIC source localization approach [28] which has seen great
success across many practical acoustic applications.

IV. PRELIMINARY ANALYSIS

There are many independent variables of the ReTM to
validate such as the number of sources and receivers. The
influence of each variable may differ depending on the appli-
cation of the ReTM, whether it be used in a source localization,
signal enhancement, or active noise control process. Therefore,
we leave a more thorough analysis of the ReTM for future
implementations in these specific applications.

In this section, we provide a broad preliminary analysis of
the ReTM spatial mapping ability for a single scenario of two
simultaneous sources and six microphones as shown in Fig.
2. We evaluate the ReTM in three cases:
1) ISM: Numerical simulations using the image source

method;
2) IR: Experimental recordings from impulse responses;
3) Live: Experimental recordings from live loudspeakers.
Figure 3 provides an approximate illustration of the setup in
each case. We inspect the condition number of covariance
matrix PBA, as well as the average magnitude spectrum error
of the first (q=1) microphone in group A given by

E1(f) = mean
t

10 log10 |M̂1(f,t)−M1(f,t)|2/|M1(f,t)|2,

where M̂1(f,t) is the estimated signal at the q=1 microphone
found using the ReTM in M̂A ≈ RA,BMB . In this sense, M̂1

is a remote microphone signal estimated from the ReTM and
B-microphone signals. The ReTM is considered to be a spatial
map analogous to the ReTFs for multiple simultaneous sources
if M̂1 matches M1. Furthermore, if M̂1 remains accurate while
the source signals change then the ReTM is shown to be
independent of the emitted signals.
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Fig. 4. Condition number of the PBA(f) covariance matrix.

A. Numerical Simulations

In brief, we modeled the acoustic transfer functions between
the sources and receivers with the image source method [29].
An 8th order image depth and 0.9 reflection coefficient on
all walls were used. The six receivers were configured as
an octahedron ±0.2 m along each axis. The two receivers
on the z-axis comprised group A, and the remaining were
group B. The signals were processed directly in the short-time
Fourier domain for a 512 window size, 48 kHz sampling, and
10 second duration. Both sources emitted white noise.

B. Experimental Recordings

Both the IR and live recordings shared the same setup.
We used an em32 Eigenmike [30] for recording with 48 kHz
sampling. We assigned two receivers on the back (channels
{18, 20}) to group A, and 4 receivers on the front (channels
{1-4}) to group B. We note here that the Eigenmike is a
spatially small and symmetric device. More spatially diverse
microphone configurations are expected to be more useful
for a ReTM application. The sources were two loudspeakers
playing vacuum cleaner noise and music, placed ~1 m in front
of the Eigenmike. We note that these stimulus signals were
compressed by a 16 kHz low-pass, which limits our analysis.
The room was a large office with minor acoustic treatment
on the walls and a T60 ≈ 200 ms reverberation time. The
recording had noteworthy background air conditioning noise
(~45 dBA noise floor). The 10 second recordings were short-
time-Fourier-transformed with a 214 window size that was long
enough to satisfy the multiplicative transfer function [31].

C. Results

Figure 4 provides the condition number of PBA(f) esti-
mated by (13). The low condition numbers indicate that ReTM
estimation via (17) is robust to erroneous noise. The ISM
simulation has a good condition of mostly <10 throughout
the wide frequency band. Whereas, the IR and live experiment
recordings are conditioned worse, but similar to each other
with values between 10-100 above ~2 kHz. Ill-conditioning
at low frequencies may be due to the Eigenmike’s size.

Figure 5 gives the magnitude spectrum of the recorded
(“Measured”) M1 and estimated (“Remote”) M̂1 signals for

2 4 6 8 10 12 14 16 18 20 22 24
Frequency (kHz)

-60

-40

-20

0

20

(d
B

)

Measured (t,f) Remote (t,f) Error (f) Error (f) (changed signals)

Fig. 5. Magnitude spectrum and error averaged over time for the ISM.
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Fig. 6. Magnitude spectrum and error averaged over time for IR and live.

a single time-frame, as well as their error averaged over all
time frames for the ISM simulation. We observe an almost
perfect match between M1 and M̂1 which indicates the ReTM
accurately maps the multiple source acoustic environment.
Below -40 dB error occurs throughout the full (smoothed)
20-24k Hz band. To evaluate the ReTM’s signal independence,
we change the second source’s signal while keeping the
original ReTM estimate in (10). We denote this as “changed
signals” in Fig. 5. We observe that the magnitude spectrum
error of M̂1 remains low when the source signal changes,
indicating that the ReTM is correctly mapping the source’s
spatial properties while being signal independent.

Figure 6 shows the magnitude spectrum error for the IR
and live experiment recordings. We still see a close match
between M1 and M̂1 despite being real-world recordings.
The IR error remains below -10 dB for the full (smoothed)
20-16k Hz band. We see a low error below 2 kHz despite
the ill-conditioning observed in Fig. 4. The live recording
error is also similarly good, remaining below -10 dB for
most frequencies but becoming worse above 12 khz. This may
be due to the source’s energy being low at high frequencies
compared to the non-stationary room noise. As before, we
changed the source signals in the “changed signals” error while
keeping the estimated ReTM constant for the IR recording.
The error of M̂1 slightly worsens from the changed signals.
However, it remains below -10 dB, supporting that the ReTM
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is independent of the multiple source signals.

V. CONCLUSION

We have proposed an approach to generalize the ReTM
for multiple simultaneous sound sources. By separating the
receivers into two multichannel groups we are able to model
their coupled response due to multiple sound sources as a
relative transfer matrix. We showed that this ReTM has the
key properties of being: independent of the source signals, a
useful spatial feature of the environment described by acoustic
transfer functions, and that it can be blindly estimated from
received signals through a covariance matrix approach. In this
regard, the ReTM behaves analogously to the ReTF while
being adaptable to multiple sources.

Thus far, we only provided a preliminary proof-of-concept
examination of the ReTM. We expect that the ReTM can
naturally extend the numerous acoustic applications of the
ReTF toward multi-source environments. As such, we leave
a deeper analysis of the ReTM as future work to be tailored
for its implementation in each specific acoustic technique like
source localization, source separation, remote microphone, etc.
An analysis to provide rules-of-thumb for the aspects like
the required number of receivers and their grouping is also
left for the future. Nevertheless, we have proposed a novel
and straightforward approach toward generalizing the ReTF
to multiple sources which shows substantial promise.
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