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Abstract—This paper proposes a time-domain multi-channel
directional active noise control (ANC) system to reduce noises se-
lectively based on the direction of arrival (DOA). This system con-
sists of three subsystems: the beamforming subsystem, the ANC
subsystem, the sound reproduction subsystem. The beamforming
subsystem is implemented to capture the desired sound for the
sound reproduction subsystem. The ANC subsystem is developed
to reduce noises from all directions and the sound reproduction
subsystem is implemented to reproduce sound from the desired
direction. As a preliminary work of directional spatial ANC, the
proposed system enables the user’s ears at error microphone
locations hearing the desired sound with reduced noises without
wearing headphones. The simulation results demonstrate that our
system can reduce noises significantly and preserve the desired
sound from desired direction, where the binaural localization
cues of the desired sound is also preserved.

Index Terms—Directional active noise control, multi-channel
signal processing, time domain, beamforming, sound reproduc-
tion

I. INTRODUCTION

Active noise control (ANC) systems reduce the primary
noise by superposing it with an anti-noise generated by the
secondary sources [1]–[4]. Different from conventional ANC
systems [5]–[7], spatial ANC systems have been proposed to
reduce noises over space in past years [8]–[11], which can
improve the potential practical value of ANC systems. Multi-
channel ANC systems [5] can be considered as a prior work
of spatial ANC systems.

There is a limitation [12], [13] in the current spatial ANC
systems [14]–[16]. They commonly aim to reduce noises from
all directions [8], [17], but the user may want to hear sound
coming from a certain desired direction [13]. Therefore, it
is highly desirable for spatial ANC systems to reduce noises
selectively.

Recently, directional ANC systems [13], [18]–[21] have
been proposed to apply ANC selectively based on the direction
of arrival (DOA) of the desired sound [22]. Patel et al. have
designed an ANC headphone with directional hear-through
capability, achieving directional ANC while preserving the
desired sound from the look-up direction [13]. In [13], the
system is implemented by reducing noises from all directions
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and playing the desired sound from the look-up direction
(captured by the beamforming). Later, Xiao et al. proposed
a joint function [19], which combines beamforming [22] and
ANC [5] to reduce noises selectively and preserve the desired
sound, without implementing sound reproduction, especially
for smart glasses.

In our opinion, there is a potential of introducing directional
ANC technology [13], [18]–[21] to relax the limitation in
spatial ANC systems mentioned above. In this paper, as a pre-
liminary work, we extend [13] to a multi-channel directional
ANC system without wearing a headphone. Furthermore,
we introduce a sound reproduction subsystem to release the
limitation in [13] that the desired direction is set to be the
look-up direction. Specifically, our system can reduce noises
selectively and preserve the desired sound at multiple points
based on the DOA of the desired sound. We assume that
the DOA of the desired sound is known before our system
processing. Firstly, our system can estimate the desired sound
by implementing the time-domain beamforming algorithm
(time delay beamforming) [22] to process reference signals
received at a reference sensor array. Secondly, a time-domain
multi-channel ANC subsystem with filtered-x least mean
square algorithm (multi-channel FxLMS ANC subsystem) [5]
is applied to reduce noises based on the received reference
signals. Finally, amplitude panning [23] is introduced to the
sound reproduction subsystem to reproduce the desired sound
with binaural localization cues, based on the estimated desired
sound and the DOA of the desired sound.

There are two main advantages of our system. First, the
setup is highly flexible, where there are various choices of both
the desired directions and system structure (each subsystem
can be adjusted to satisfy different requirements). Second, the
user can enjoy noise reduction with the desired sound hearable
from the accurate direction.

II. PROBLEM FORMULATION

The setup of the proposed system is shown in Fig. 1. It
consists of M sensors as the linear reference sensor array with
the inner distance L, K loudspeakers as the secondary sources,
and J sensors as the error sensors with the inner distance d.
We assume that there are multiple noise sources from different
directions, and the direction of the desired sound source is
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Fig. 1. The proposed system setup with a desired sound source, multiple noise
sources, multiple reference sensors as the reference sensor array, multiple
loudspeakers as secondary sources, and multiple error sensors as the error
sensor array. The system is symmetric against the middle line (black dotted)
across the origin (O).

different from any of noise sources. Here, θ is the DOA angle
of the desired sound, θx is the angle between the DOA of the
desired sound and the direction of the first secondary source,
and θl is the aperture angle of the secondary sources. As shown
in Fig. 1, the reference sensor array, the secondary sources and
the error sensors are set on the middle line connected to the
origin (O). The user’s ears are assumed to be at the location
of the error sensors, and the user is facing the sound sources.

In conventional ANC systems [5], the reference signals
x(n) = [x1(n) x2(n) · · · xM (n)]T are received at
the reference sensor array, and the error signals e(n) =
[e1(n) e2(n) · · · eJ(n)]

T are received at the error sensor
array. As there are both the desired sound and noises, the error
signals e(n) consist of three components:

e(n) = y(n) + d(n)

= y(n) + g(n) + v(n),
(1)

where y(n) = [y1(n) y2(n) · · · yJ(n)]
T is the sec-

ondary sound components and d(n) = g(n) + v(n) is the
primary signal, which consists of two parts: the desired sound
components g(n) = [g1(n) g2(n) · · · gJ(n)]

T and the
noise components v(n) = [v1(n) v2(n) · · · vJ(n)]

T .
The secondary sound component y(n) is the convolution
between the driving signals of the secondary sources, l(n) =
[l1(n) l2(n) · · · lK(n)]T , and the impulse responses
of the secondary paths, S(z). We denote the pre-estimated
impulse responses of the secondary paths as Ŝ(z). (The
secondary source feedback and the online secondary path
estimation are neglected as they are not related to the central
topic of this paper, but we will consider them in future works
[5].)

The difference between conventional ANC systems and the
proposed system is that the proposed system aims to set the
error signals e(n) close to the desired sound component g(n),
by applying a set of control filters, W (z), to reduce the driving
signal of secondary sources l(n). In other words, our system
aims to reduce all noises but preserve the desired sound at
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Fig. 2. The block diagram of our system, including beamforming (BF), active
noise control (ANC) and reproduction in time domain.

the error sensors. Ideally, the user at the location of the error
sensors can hear the distortionless desired sound only.

III. SYSTEM STRUCTURE

As shown in Fig. 2, our system can be divided into
three subsystems, including the beamforming subsystem [22],
the ANC [5] subsystem, the sound reproduction subsystem
[23]. The ANC subsystem reduces both the desired sound
components g(n) and the noise components v(n), and the
sound reproduction subsystem aims to reproduce the desired
sound component g(n), which is captured by the beamforming
subsystem [13]. Therefore, the driving signals l(n) are divided
into two parts:

l(n) = la(n) + lr(n), (2)

where la(n) = [la1(n) la2(n) · · · laK(n)]T and lr(n) =
[lr1(n) lr2(n) · · · lrK(n)]T are the control parts and the
reproduction parts of the driving signals, respectively.

A. Beamforming

In this section, we introduce the beamforming subsystem
to capture the desired sound, and the estimated desired sound
signal is denoted as ĝ(n).

In this subsystem, we apply time delay beamforming to
capture the desired sound based on the received signals x(n)
at the reference sensor array [22]. We set the inner distance
of the reference sensor array to be much smaller compared
with the distance between sound sources and the reference
sensor array, so the sound sources can be considered as far-
field sound sources. The received reference signal at the m-th
sensor, xm(n), is related to the received reference signal at
the first sensor, x1(n):

xm(n) = x1(n− τm), (3)

where τm = (m− 1)L sin(θ)/c is time delay between x1(n)
and xm(n), c is speed of sound propagation, θ is the DOA
angle of the desired sound, and L is the inner distance of the
reference sensor array. Therefore, the estimated desired sound
signal ĝ(n) can be obtained as:

ĝ(n) =
1

M

M∑
m=1

xm(n+ τm). (4)
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The estimated desired sound signal ĝ(n) will be used for
the sound reproduction subsystem in Section III-C. However,
there is a mismatch issue: The desired sound signals g(n) are
received at the error sensor array, but the estimated desired
sound signal ĝ(n) is obtained based on the reference signals
x(n) received at the reference sensor array and then ĝ(n)
is used for sound reproduction at secondary sources. The
mismatch issue is neglected as it is out of the scope of this
paper, and we will introduce the characteristics of acoustic
paths to deal with this issue in the future.

B. Active Noise Control

In this section, we introduce the ANC subsystem to reduce
noises coming from all directions including the desired di-
rection at the error sensor array, especially for noises whose
frequency is lower than 1000 Hz.

In the ANC subsystem, we revise the time-domain multi-
channel FxLMS-based adaptive algorithm [5]. Here, the con-
trol part of the i-th driving signal, lai (n), can be obtained as:

lai (n) =

M∑
m=1

wT
im(n)xm(n), (5)

where wim(n) is the L-order control filer for the i-th sec-
ondary source which filters the m-th reference microphone
signal, and xm(n) = [xm(n) xm(n − 1) · · · xm(n −
L + 1)]T is the reference signal vector. To avoid reducing
the reproduced sound created by the reproduction subsystem
(See in Section III-C), the pseudo error signals ẽ(n) =
[ẽ1(n) ẽ2(n) · · · ẽJ(n)]

T are introduced to directional
ANC system [13]. The pseudo error signal ẽj(n) for the j-th
error sensor can be obtained as the difference between the j-
th received error signals ej(n) and the estimated reproduced
sound at error microphones:

ẽj(n) = ej(n)−
K∑
i=1

ŝji(n) ∗ lri (n), (6)

where lri (n) is the reproduction components of the i-th driving
signal, and ŝji(n) is the pre-estimated coefficients of corre-
sponding secondary path between the j-th error sensor and
the i-th secondary source. Therefore, we update the control
filter wim(n):

wim(n+ 1) = wim(n)− µ

J∑
j=1

(ŝji(n) ∗ x(n))ẽj(n), (7)

where µ is the step size.

C. Sound Reproduction

In this subsection, we introduce the sound reproduction
subsystem to reproduce the desired sound with the binaural
localization cues.

We want to reproduce sound at two ears of the user and
avoid occupying too much space. Hence, we choose two
secondary sources with the aperture angle θl = 90◦ and two
error sensors for the sound reproduction subsystem. The angle

between the DOA of the desired sound and the direction of
the first secondary source, θx, can be obtained as:

θx =
1

2
θl − θ, (8)

where 0 ≤ θx ≤ θl and − 1
2θl ≤ θ ≤ 1

2θl. As there
are only two secondary sources, a time-domain amplitude
panning algorithm [23] is implemented in this subsystem.
The amplitude panning [23] can assign two different gains
to corresponding secondary sources, based on both the prior
knowledge of the DOA of the desired sound and the ar-
rangement of hardware. Defining Gi as the gain for the i-th
loudspeaker, the expressions of G1 and G2 can be given [23]:{

G1 = cos(θx)
G2 = sin(θx),

(9)

where θx is the angle between the DOA of the desired sound
and the direction of the first loudspeaker, as shown in Fig. 1.
Furthermore, the reproduction part of the driving signal for
the i-th loudspeaker, lri (n), can be obtained [23]:

lri (n) = Giĝ(n). (10)

IV. SIMULATION AND RESULT

In this section, we evaluate the noise reduction performance
and the ability of preserving the desired sound of the proposed
system by conducting simulation in the free space. A piece of
recorded speech [24] is played as a desired sound source at
(−0.78,−2.90) m. Two pieces of recorded noises (a washer-
dryer noise and an air-conditioner noise) [25] are played
repeatedly as two noise sources at (−1.00,−1.70) m and
(1.00,−1.70) m, respectively. We set 10 microphones as the
linear reference sensor array between (−0.45,−1.00) m and
(0.45,−1.00) m, with the inner distance L = 0.1 m and
the center point at (0,−1.00) m. We set two loudspeakers
at (−0.40,−0.40) m and (0.40,−0.40) m as the secondary
sources. We set two microphones at (−0.09, 0) m and (0.09, 0)
m as the error sensors with the inner distance d = 0.18 m.
The sampling frequency is 8000 Hz and the speed of sound
is 343 m/s. The setup is shown in Fig. 1.

The spectrograms of both inputs and outputs of the proposed
system after convergence are shown in Fig. 3. From the com-
parison of Fig. 3 (b), Fig. 3 (e) and Fig. 3 (f), we can find the
proposed system (reproduction enabled) preserves the desired
sound g1(n) compared to the conventional multi-channel ANC
system (reproduction off). Here, the desired sound g1(n) is
simulated by convolution between the clean speech signal and
simulated acoustic path in the free field. Therefore, it shows
that our system can reduce noises from undesired direction
significantly and preserve the desired sound from desired
direction at the error sensors. As shown in Fig. 3 (a), Fig. 3
(b) and Fig. 3 (e), the ANC subsystem [5] can reduce noises
from all directions significantly (including parts of the desired
sound) especially at low frequency below 1000 Hz, when
reproduction is not applied (reproduction off). In addition,
Fig. 3 (c) and Fig. 3 (d) shows that the beamforming [22]
is able to capture the desired sound, but there are still some
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Fig. 3. The spectrograms of (a) the primary signal, g1(n)+v1(n), at the first
error microphone; (b) the desired sound g1(n) at the first error microphone;
(c) the reference signal x3(n) received at the third reference microphone; (d)
the beamforming output ĝ(n); (e) the error signal e1(n) (reproduction off) at
the first error microphone; (f) the error signal e1(n) (reproduction enabled)
at the first error microphone.

TABLE I
THE INTERAURAL TIME DIFFERENCE (ITD) FOR THREE DIFFERENT DOA

ANGLES FOR THE DESIRED SOUND θ: (A) θ = 0◦ , (B) θ = 15◦ AND (C)
θ = −30◦ .

Case (a) Case (b) Case (c)

DOA angle θ 0◦ 15◦ −30◦

Theoretical ITD (ms) 0 0.136 -0.262

Estimated ITD (ms) 0 0.125 -0.250

residual noises in the beamforming output (as the estimated
desired sound ĝ(n)). Therefore, there are some residual noises,
similar to a small part of the noise components v(n), at the the
error sensors after the whole processing (reproduction enabled)
[13], as shown in Fig. 3 (a) and Fig. 3 (f). There is a risk of
enhancing the desired sound at the error sensors [13], but we
consider this issue is acceptable as clearly hearing the desired
sound is more desirable by users.

Figure 4 shows the comparison of the primary noise, the de-
sired sound signal and the error signal (reproduction enabled)
at the first error microphone after convergence. From Fig. 4 (a)
and Fig. 4 (b), we can observe the noises are reduced after the
ANC subsystem. Fig. 4 (a) and Fig. 4 (c) shows that compared
with the primary noise, the error signal (reproduction enabled)
is more similar to the desired sound signal. Therefore, we can
observe the desired sound is preserved and noises are reduced
when the reproduction subsystem is enabled.

The interaural time difference (ITD) cue is one of the main
localization cues, and the ITD can be used in evaluation of
the performance of amplitude panning methods, especially at
low frequency [23]. As the ANC subsystem reduces noises
significantly at low frequency (less than 1000 Hz), the ITD

Fig. 4. The comparison between (a) the primary noise g1(n)+v1(n) vs. the
desired sound signal g1(n); (b) the primary noise g1(n)+v1(n) vs. the error
signal e1(n) (reproduction enabled); (c) the error signal e1(n) (reproduction
enabled) vs. the desired sound signal g1(n) at the first error microphone.

is a suitable index to evaluate the performance of the sound
reproduction subsystem. As shown in Table I, we evaluate the
ITD of the final error signals (reproduction enabled) for three
different cases, e.g., three different DOA angles of the desired
sound θ: (a) θ = 0◦, (b) θ = 15◦ and (c) θ = −30◦. Three
estimated ITD values are close to corresponding theoretical
ITD values for the desired directions, which shows that our
system can preserve the binaural localization cues of the
desired sound.

V. CONCLUSION

In this paper, we proposed a time-domain multi-channel
directional ANC system, which reduces noises and preserves
the sound from a desired direction. Our system consists
of three subsystems: the beamforming subsystem, the ANC
subsystem, and the sound reproduction subsystem. The beam-
forming subsystem captures the desired sound for the sound
reproduction subsystem. The ANC subsystem reduces noises
from all directions, and the sound reproduction subsystem
reproduces the captured desired sound. Simulation results
showed that our system can reduce noises significantly and
preserve sound from the desired direction with the binaural
localization cues. In the future, we will design a near-field
beamforming algorithm to develop a near-field directional
ANC system, which is more suitable for our current sound
reproduction subsystem.
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