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#### Abstract

We propose an audio-based recommendation model designed to predict the upcoming track within a listening session, given the audio associated with the current track. Instead of relying on users' feedback, as most recommenders, the proposed model aims to learn intrinsic audio elements that can be leveraged in the context of sequential recommendation. The proposed model is evaluated using Mel-spectrogram and raw audio as input data and, in its best configuration, was able to predict almost $\mathbf{6 5 \%}$ unseen transitions used in the evaluation phase, and $3.5 \%$ coldstart transitions, i.e. transitions from tracks that were never seen by the model.


Index Terms-Audio-Based music recommendation, Gated Recurrent Unit, Audio Content

## I. Introduction

Sequential music recommendation methods are usually designed to suggest the track that will be listened to in the near future (next-track), given the information about the tracks that were listened to in the past [1], [2]. These methods are usually trained with datasets containing information about track/track transitions, and the main assumption is that future transitions can be predicted (suggested) based on historical data [3]-[6].

Music recommender methods may also use the audio signals associated with each track for calculating recommendations to users, in which case they are called audio-based methods (as opposed to rating-based methods). Suggesting tracks based on audio content is both technically and conceptually challenging, because it is based on different music listening hypotheses, i.e. that intrinsic elements, such as rhythm and timbre, are also important for music recommendation alongside extrinsic elements, such as listening habits and patterns.

Audio signals associated with tracks may be used by recommendation methods in two ways: audio may serve as the primary resource for providing recommendations, or it may be an auxiliary source of information within rating-based strategies. In the former case, tracks are usually suggested based on similarities defined within the audio domain, which potentially produces novel and fairly unbiased results, but imposes severe limitations on the quality of recommendations [7]. In the latter case, information extracted from the audio signal is incorporated in methods that were originally designed to operate with user/item interaction data, for alleviating situations of item cold-start, i.e. suggesting items that were never seen by the model [8], [9].

In this work, we propose Audio-Based GRU4REC, AGRU4REC for short, a method designed to suggest the next
track within a listening session given an audio representation (also referred to as audio feature ${ }^{1}$ ) associated with the current track. The proposed method is inspired in GRU4REC [10], which was originally proposed for recommending the next item to a user, given the information of the previously consumed item. AGRU4REC has no access to any metadata that identifies the current track, and suggests tracks based exclusively on the audio contents.

## II. Related Work

Music recommenders that rely solely on audio information have considered the recommendation task as a task of selecting tracks from an audio-based representation space according to a set of tracks that a user has listened to before or is currently listening to [11]. This representation space is built in such a way that similar tracks are supposed to be located close to each other, which makes similarity measuring strategies an essential choice in this context [12]-[15]. There is no consensus however on what it means for two audios to be similar to each other, a broad question which is beyond the scope of this work.

Audio files can also be exploited by rating-based methods for mitigating the cold-start limitation. In [16], users are clustered according to listening habits, and track audios are clustered into music genres. Preferences may be modelled for each user cluster and musical genre, thus mitigating the lack of interaction information for new tracks. The idea that the similarity between tracks can be defined through user access patterns, and that this similarity can be estimated from the audio domain, was explored in [17]. A similar idea, based on learning-to-rank, was proposed in [18]. When given a query track, the ranking system retrieves other tracks sorted by relevance according to user access patterns, and a corresponding ranking is simultaneously learned using the query audio as input. After training, the ranking system is supposed to retrieve relevant tracks when queried with the audio of a new track, i.e., as a query-by-example system.

A novel approach is proposed for a dynamic content-based music recommender in [19], [20]. Ratings given by users are modelled as a combination of two factors, an affinity for

[^0]the audio content, and a factor responsible for diversity. The affinity for audio features is modelled as an inner product of a user preference variable and the audio features of listened tracks. The diversity is implemented with an exponential curve that prevents the recommender to repeat a song that was recently suggested. The system, however, iterates through every track for maximizing the quantile value of the estimated distribution, inspired by Bayesian-UCB [21], and this can be time-consuming.

To the best of our knowledge, one single method was already proposed in the specific context of audio-based sequential music recommendation [22]. The method, named Adaptive Linear Mapping Model (ALMM), adapts the contentboost methodology [8] to the next-track recommendation task. ALMM decomposes a set of personalized transition matrices as a product of three latent matrices: user embedding, previous-track embedding, and next-track embedding, in a similar fashion to FPMC [23]. The two last matrices, the ones associated with the previous and next tracks, are also factorized as linear products of an audio feature matrix and auxiliary matrices that are learned during the optimization process. The final recommendation score for a specific track can be calculated directly from its audio features with the help of the auxiliary matrices.

## III. Method

Audio-Based GRU4REC is an audio-based recommendation model composed of one Convolutional Neural Network (CNN), one Gated Recurrent Unit (GRU), and one Multi-Layer Perceptron (MLP). The model is trained to predict the next track within a listening session, given approximately 3 seconds of the audio associated with the current track. More details about the model are presented in the sequel.

## A. Problem Definition

A listening session of size $T$ is denoted as $\left\{s^{(1)}, s^{(2)}, \ldots, s^{(T)}\right\}$, where $s^{(t)} \in S$ is the track observed at instant $t$, with $0<t \leq T$. Typically, a temporal dependency among consecutive tracks is assumed according to the conditional probabilities $p\left(s^{(t)} \mid s^{(t-1)}, \ldots, s^{(t-m)}\right)$, taking the previous $m$ tracks into consideration. Here, we assume a dependency between the current track and the previous audio features, expressed as $p\left(s^{(t)} \mid A^{(t-1)}, \ldots, A^{(t-m)}\right)$, where $A^{(t)}$ is the audio feature (a Mel spectrogram or any other selected representation) associated with track $s^{(t)}$ observed at instant $t$.

Our aim is to train a model that is able to predict the upcoming track $s^{(t+1)}$ given the audio feature associated with the current track $A^{(t)}$. In other words, a model that estimates $p\left(s^{(t+1)} \mid A^{(t)}\right)$.

## B. Audio-Based GRU4REC

Audio-Based GRU4REC (AGRU4REC) was inspired in the method GRU4REC [10], originally proposed as a track/track transition model. AGRU4REC suggests the next track within a listening session given an audio feature.

The model consists of three stages described as follows. First, a function $f(\cdot)$ maps an audio feature $A^{(t)}$ to an audio embedding $D^{(t)}$, in such a way that $f\left(A^{(t)}\right)=D^{(t)}$. Second, another embedding is calculated by a function $g(\cdot)$ with memory, i.e. a function that is able to store its parameters so they can be used in the next round of recommendation. Let $g(\cdot)$ be the function that maps the audio embedding to the new embedding, named sequence-aware embedding $E^{(t)}$, and let $H^{(t)}$ be the current state of the function $g(\cdot)$. At instant $t$, a sequence-aware embedding is calculated considering the state stored at instant $t-1$, in such a way that $g\left(D^{(t)}, H^{(t-1)}\right)=$ $E^{(t)}$. When a listening session ends, the state $H$ is reset, assuming that listening sessions are independent of each other. Finally, a function $q(\cdot)$ maps the session-aware embedding to the scores corresponding to the next track in session $Y^{(t+1)}$, in such a way that $q\left(E^{(t)}\right)=Y^{(t+1)}$. The output $Y^{(t+1)}$ has size $|S|$, and contains the scores attributed to each track $s \in S$. The highest the score attributed to a track, the higher the probability that this track is the next one in a current listening session.

Function $f(\cdot)$ is implemented with a CNN, function $g(\cdot)$ is implemented with a GRU network, and function $q(\cdot)$ is implemented with an MLP. The hidden state of the GRU network $H$ is initialized containing zeros, and the training process is summarized in the sequel.

The audio embedding $D^{(t)}$ is first obtained from its corresponding audio feature $A^{(t)}$ (Figure 1, left) and it propagates to the GRU network. The reset $\left(R^{(t)}\right)$ and update $\left(Z^{(t)}\right)$ gates of the GRU network are the first parameters to be adjusted, respectively, with equations:

$$
\begin{align*}
& R^{(t)}=\sigma\left(\mathbf{W}^{r s} D^{(t)}+\mathbf{W}^{r h} H^{(t-1)}+B_{r}\right)  \tag{1}\\
& Z^{(t)}=\sigma\left(\mathbf{W}^{z s} D^{(t)}+\mathbf{W}^{z h} H^{(t-1)}+B_{z}\right) \tag{2}
\end{align*}
$$

where $\mathbf{W}^{x y}$ are weight matrices for mapping $x$ to $y$, to be adjusted during training, and $B_{r}$ and $B_{z}$ are biases. Sigmoid is applied to transform the input values to the range $(0,1)$. When presenting the audio embedding corresponding to the first track of each listening session, $H^{(t-1)}$ is set equal to zero for ensuring independency between sessions, and the second terms of both equations are not considered in the calculation of $R^{(t)}$ and $Z^{(t)}$.

A candidate hidden state $N^{(t)}$ is calculated, incorporating the reset gate:

$$
\begin{equation*}
\left.N^{(t)}=\tanh \left(\mathbf{W}^{n s} D^{(t)}+\mathbf{W}^{n h}\left(R^{(t)} \odot H^{(t-1)}\right)+B_{n}\right)\right) \tag{3}
\end{equation*}
$$

where $\odot$ is the Hadamard (elementwise) product and tanh is applied to ensure that the values remain in the interval ($1,1)$. For now, when entries in the reset gate are set to 1 , then the candidate's new state reminds the hidden state calculated for standard RNN. When the reset gate is set equal to 0 the architecture resembles a standard MLP having $D^{(t)}$ in the input.

The final hidden state incorporates the update gate, and is calculated with:

$$
\begin{equation*}
H^{(t)}=\left(1-Z^{(t)}\right) \odot N^{(t)}+Z^{(t)} \odot H^{(t-1)} \tag{4}
\end{equation*}
$$



Fig. 1. Audio-Based GRU4REC (AGRU4REC), a spatio-temporal recommendation model inspired in GRU4REC [10].
where $H^{(t-1)}$ is the hidden state at time $t-1$. The update gate $Z^{(t)}$ determines to which extent the new hidden state $H^{(t)}$ is inherited from the previous hidden state $H^{(t-1)}$, and how much of the new candidate state is considered.

In this model, the session-aware embedding $E^{(t)}$ is a copy of $H^{(t)}$, and $Y^{(t+1)}$ is obtained from $E^{(t)}$, considering that $Y^{(t+1)}=\tanh \left(q\left(E^{(t)}\right)\right)$ (Figure 1, right).

The model is trained in mini-batches, and the goal is to minimize the TOP1 loss function, calculated as [10]:

$$
\begin{equation*}
\text { Loss }=\frac{1}{|S|} \sum_{j=1}^{|S|} \sigma\left(\hat{y}_{j}-\hat{y}_{i}\right)+\sigma\left(\hat{y}_{j}^{2}\right) \tag{5}
\end{equation*}
$$

where $\hat{y}_{i}$ is the score given to the right track $s^{(t+1)}$, and $\hat{y}_{j}$ is the score given to any other track observed within a minibatch (negative samples). An extra regularization term forces negative samples to have scores close to zero.

## IV. Experiments

## A. Dataset

LFM-1b is among the biggest datasets publicly available containing music consumption information [24]. It contains data extracted from the LastFM ${ }^{2}$ streaming platform from 2005 to 2014 in the format (user, artist, album, track, timestamp), where each row is associated with a listening event. We separated the user-track interactions from the year 2013, taking into account that this was the most recent year available with a relevant number of interactions.

In order to separate dataset entries in listening sessions, we separated the tracks listened by the same user, ordered these events by timestamp, and sessions are assumed as noninterrupted sequences of listening events. More specifically, a session is assumed as starting with the first track of the list, and whenever an interval between adjacent tracks is longer than 30 minutes, the current session is finished and the following track is assumed to belong to a new session.

Audio files corresponding to tracks that were listened to by at least 10 users were downloaded from the Spotify website with the help of their $\mathrm{API}^{3}$ and of the Spotipy ${ }^{4}$ Python library. The URL of a 30 s mp 3 preview for each song is included and was used to download the corresponding files.

[^1]In total, mp3 previews for 237,705 tracks were downloaded. All the information downloaded from the Spotify website was exclusively applied for research purposes.

## B. Data Partition and Feature Extraction

Around 19,000,000 non-interrupted listening sessions were derived from user-track interaction data, considering intervals shorter than 30 minutes between listening events as a criterion for including tracks in the same session. Among these sessions, 889,968 included only tracks associated with downloaded audio previews and were considered in the experiments. Listening sessions containing less than 5 and more than 100 events were removed, as well as sessions with less than 2 unique tracks (i.e. sessions containing a single song multiple times). Finally, we split the whole set into training/validation/test subsets according to proportions of $80 / 10 / 10 \%$ and ordered by timestamp (training on the oldest $80 \%$ sessions, validating on the next $10 \%$ and testing on the newest $10 \%$ ). The idea is to simulate a situation when the system is exposed to interactions that happened in the past and evaluate its performance with listening sessions that happen in the future.

The raw audios were extracted from the mp 3 previews with the Librosa Python library ${ }^{5}$, with a sampling rate of $22,050 \mathrm{~Hz}$. Mel-spectrograms were also computed from these excerpts with the same library, using 128 Mel filters and FFT window and hop sizes of 2048 and 512 samples, respectively, and the Hann window function, resulting in Mel-spectrograms of dimension $128 \times 1292$. The magnitudes of the Mel-spectrograms were compressed by a nonlinear curve $\log (1+C|A|)$ where $|A|$ is the magnitude and $C$ is set to 10 , as suggested in [25].

## C. CNN Architectures and Training

In order to compare the performances of AGRU4REC using raw waveforms and Mel-spectrograms as input, as suggested in [26], we implemented the method using one-dimensional (1D) and two-dimensional (2D) CNNs. The 1D CNN was inherited from [25], and the 2D CNN was implemented in such a way that its architecture (number of layers, activation functions, dropout rate, normalization layers) was kept as similar as possible to the 1 D architecture.

The models were trained with audio features corresponding to approximately 3 seconds of the audio previews: 59,049 samples in the case of 1 D CNN , and 115 FFT frames in the

[^2]TABLE I
RESULTS MEASURED FOR THE NEXT-TRACK PREDICTION TASK. RESULTS ARE REPORTED SEPARATELY FOR ALL TRANSITIONS IN THE TEST SUBSET (OVERALL), AND FOR TRANSITIONS FROM TRACKS THAT APPEAR IN THE TEST SLICE FOR THE FIRST TIME (COLD-START). WHENEVER THE RESULTS MEASURED FOR ONE METHOD ARE BETTER THAN THE OTHERS, THE VALUES ARE HIGHLIGHTED.

|  |  | REC@1 | REC@20 | REC@100 | MRR@1 | MRR@20 | MRR@100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Overall | ALMM | 0.018 | 0.222 | 0.421 | 0.018 | 0.053 | 0.058 |
|  | AGRU4REC (MEL) | 0.222 | 0.497 | 0.640 | 0.222 | 0.292 | 0.296 |
|  | AGRU4REC (RAW) | 0.245 | 0.512 | 0.651 | 0.245 | 0.314 | 0.317 |
| Warm-Start | ALMM | 0.019 | 0.234 | 0.445 | 0.019 | 0.056 | 0.061 |
|  | AGRU4REC (MEL) | 0.237 | 0.529 | 0.681 | 0.237 | 0.311 | 0.315 |
|  | AGRU4REC (RAW) | 0.262 | 0.547 | 0.694 | 0.262 | 0.335 | 0.339 |
| Cold-Start | ALMM | 0.001 | 0.005 | 0.021 | 0.001 | 0.002 | 0.002 |
|  | AGRU4REC (MEL) | 0.001 | 0.008 | 0.027 | 0.001 | 0.002 | 0.002 |
|  | AGRU4REC (RAW) | 0.002 | 0.013 | 0.036 | 0.002 | 0.003 | 0.004 |

case of 2D CNN. The architecture selected for mapping Melspectrograms to audio embeddings has 5 convolutional layers, followed by a linear layer, applied for reducing the embedding size. The architecture selected for mapping raw waveforms to audio embeddings has 11 convolutional layers, followed by a linear layer, also applied for reducing the embedding size. The source code for reproducing the experiments is publicly available ${ }^{6}$. In order to improve the model's generalization ability, 30 -second audio features were separated into 10 equally-sized slices, and at each training round a random slice is chosen to train the model.

## D. Previous Approaches

The original ALMM method suggests the use of personalized transition matrices, but preliminary results showed that using a single transition matrix produced better results, and so results reported here use the latter strategy. The ALMM method was trained and evaluated on the LFM-1b dataset using the same audio codeword histograms defined in [9], in order to preserve the structure of the original method.

## E. Evaluation Metrics

The AGRU4REC and ALMM methods were trained for 35 epochs, and were evaluated according to their performances in the test subset. The Recall (REC@K) was used for measuring the recommendation accuracy, and Mean Reciprocal Rank (MRR@K) was used for measuring the quality of the ranking in the results. Both metrics were implemented according to [27].

In the case of AGRU4REC, the input audio is sliced in 10 equally-sized slices, as mentioned before, and K tracks are recommended for each slice. The results are measured considering the recommendations calculated for all slices.

## V. Results

All methods were evaluated in transitions between tracks that both appeared in the training and test set, a context referred to as warm-start (this is the most common recommendation scenario). In this context, which may be considered the easiest scenario, AGRU4REC produced better results than

[^3]ALMM and the best results for each considered metric. In Table I it can be seen that improvements obtained by AGRU4REC relative to ALMM range from factors of $1.6 \times$ (REC@100) up to $11 \times$ (REC@1 and MRR@1), where best improvements do occur for the more demanding metrics which only consider the first position of the corresponding ranked lists.
The training/validation/test splits refer to sessions (and not tracks), but it is important to differentiate between tracks that did appear in training sessions and those that did not. Among all 237,705 tracks used in the experiments, 5,459 were observed in the test subset for the first time. Transitions from these tracks to tracks appearing in the training subset were considered cold-start transitions and were evaluated separately (Table I). When assessing these transitions, AGRU4REC presented better results compared to ALMM, both in terms of Recall and MRR, for all values of K , with improvements ranging from 50\% (REC@100) to $160 \%$ (REC@ 20). The low values are indicative of the difficulty of sequential cold-start prediction, but nevertheless, allow a comparison between these methods.

The 1D CNN trained with raw waveforms turned out to be more versatile than the 2D CNN trained with Melspectrograms, achieving better results than the latter in every metric and every scenario considered. This difference might be attributed both to the audio feature used, respectively raw waveforms or Mel-spectrogram, and to the CNN architecture, which is 1 D or 2 D , respectively.
One example of an audio-based recommendation instance is presented in Table II. AGRU4REC was able to recommended non-obvious track/track transitions, from different artists, and with consistent results.

## VI. Conclusions

The proposed audio-based recommendation models achieved satisfactory accuracy and ranking quality. These models can be also used as auxiliary recommendation models, to be consulted whenever the current track that a user might be listening to is not known by a feedbackbased recommendation model. According to the results presented here, AGRU4REC can improve the accuracy of any current-track cold-start recommendation model up to $3.6 \%$.

TABLE II
One example of audio-based recommendation. The table shows ONE TRACK/TRACK TRANSITION FROM THE TEST SUBSET, AND THE TRACKS RECOMMENDED BY AGRU4REC SORTED BY RELEVANCE.

|  | Track | Artist |
| :---: | :---: | :---: |
| Previous Track | Blunderbuss | Jack White |
| Next Track | Speak to Me/Breathe | Pink Floyd |
|  | Atom Heart Mother | Pink Floyd |
|  | Cirrus Minor | Pink Floyd |
|  | Astronomy Domine | Pink Floyd |
| Rec. Tracks | Comfortably Numb | Pink Floyd |
|  | If | Pink Floyd |
|  | Speak to Me/Breathe | Pink Floyd |
|  | Shine on You Crazy Diamond | Pink Floyd |
|  | One of These Days | Pink Floyd |
|  | Let There Be More Light | Pink Floyd |
|  | Wish You Were Here | Pink Floyd |

One potential application for audio-based models is the generation of playlists given a local collection of tracks stored on a user's device. In this specific case, AGRU4REC could be applied for generating recommendations based on the stored audio files, even without having access to metadata associated with these tracks. This can be particularly interesting in a situation where users are trying to expand their music collection with tracks that are related to the ones they already have.
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