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Abstract—Recently, volumetric video has gained growing re-
search interest as it allows for the creation of immersive and
realistic experiences by representing the full volume of 3D
content. However, due to the limitation of storage space and
transmission bandwidth in common applications, volumetric
videos are inevitably bothered with compression and simplifica-
tion distortions, which severely harms users’ quality of experience
(QoE). Moreover, current volumetric video quality assessment
(VVQA) is mainly focused on full-reference or reduced-reference
metrics, which can not be applied in the absence the reference
information. Therefore, in this paper, we propose a novel deep
learning based no-reference volumetric video quality assessment
method based on multi-view learning. Specifically, we first project
volumetric videos to 2D video sequences from various viewpoints.
Then a 3D-CNN backbone is utilized to extract quality-aware
features from the projected video sequences. Then a quality
regression module is designed to fuse the features learned from
the multiple viewpoints and jointly regress the features into
quality scores. The experimental results show that our method
outperforms current state-of-the-art objective volumetric video
quality assessment metrics on the vsenseVVDB2 database, which
validates the effectiveness of the proposed method.

Index Terms—volumetric video quality assessment, no-
references, multi-view, ResNet3D

I. INTRODUCTION

Volumetric video is an emerging form of multimedia which
allows viewers to perceive the video content from any view-
point, thus providing viewers with a more immersive percep-
tual experience [1]. With the rapid development of computer
graphics technology and depth sensors, volumetric video is
easier to obtain and has been widely used in many fields,
such as virtual navigation [2], immersive video conference
[3], [4], sports competition [5], etc. Unlike 2D video, which
is composed of 2D image frames, each frame of volumetric
video consists of 3D data. The adoption of 3D point cloud
as a representation of volumetric video has gained widespread
acceptance due to its strong expressive ability and ease of
data collection [6]. Unfortunately, the fidelity of volumetric
video during transmission can be adversely affected by the
limitations of network transmission and compression algo-
rithms, leading to the degradation of the viewers’ quality of
experience (QoE). Therefore, there is a pressing need for an
effective volumetric video quality assessment (VVQA) method
to accurately evaluate the extent of such distortions.

During the last decade, many subjective VVQA studies
have been carried out, during which subjects are invited
to rank volumetric videos with different degrees of damage

according to their personal feelings. For instance, Zerman et
al. [7], [8] collected eight volumetric video sequences and
studied the subjective perception differences among different
compression methods such as Darco [9], geometry-based point
cloud compression (G-PCC) [10], and video-based point cloud
compression (V-PCC) [10]. Cao et al. [11] studied the effect
of different bit rates and viewing distances on the subjective
scoring of volumetric videos. The subjective quality evaluation
method comprehensively considers the characteristics of the
human visual system, and directly reflects the quality of human
visual perception. However, carrying out subjective experiment
is quite expensive and time-consuming, which makes it urgent
to develop objective VVQA methods.

Objective quality assessment algorithms can be classified
into three categories based on the involving content of refer-
ence, namely full-reference (FR), reduced-reference (RR), and
no-reference (NR) methods. The MPEG Foundation introduces
the p2point [12] and p2plane [12] method as an evaluation
criterion for point cloud compression using the FR method.
PC-MSDM [13] uses the difference in curvature between
the reference point clouds and the distorted point clouds for
evaluation, while PCQM [14] combines curvature with color
features and establishes a linear combination parameter to
obtain quality scores. GraphSIM [15] utilizes graph signal
gradient to evaluate point cloud distortions. PC-SSIM [16]
extracts information from geometry, normal vectors, curvature
values, and colors for assessment. Viola et al. [17] employed
histogram features from geometry, luminance channel, and
normal vectors to predict quality scores. 3D-NSS [18] em-
ploys color feature and geometry feature to fit parameters of
Gaussian distribution to quantify distortions. Fan et al. utilized
3D convolution networks to predict quality score [19]. These
techniques constitute a range of methodologies for evaluating
point cloud quality.

The aforementioned point cloud quality assessment (PCQA)
methods are mainly designed for a single point cloud rather
than volumetric video containing point cloud sequences.
Therefore, in this paper, we propose a novel NR-VVQA
method, which infers the visual quality of volumetric video
from the video sequences captured from two predefined view-
points. The viewpoints are set at the front and back side of the
volumetric video’s geometry center to cover sufficient quality
information. Then we use the ResNet3D [20] backbone to
extract features from the video sequences separately. Finally,
we fuse the features from different viewpoints and adopt
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Fig. 1: The framework of the proposed method, consisting of the video capturing module, the feature extraction module and
the quality score regression module.
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Fig. 2: Illustration of the viewpoints’ positions.

fully-connected layers to predict the quality score. In the
experimental section, we compare our method with current
state-of-the-art FR and NR PCQA methods. To further estab-
lish the effectiveness of our methods, several video quality
assessment (VQA) methods are included for comparison as
well. Experimental results and statistical comparison show that
our method achieves the best performance among no-reference
methods on the vsenseVVDB2 database [8], which indicates
the proposed method are effective for predicting the perceptual
quality levels of volumetric video and can help provide useful
guidelines for volumetric video compression

II. PROPOSED METHOD

The framework of our proposed method is exhibited in Fig
1, including the video capturing module, the feature extraction
module and the quality score regression module.

A. Video capturing module

For the 3D volumetric video denoted as V V , we use
python package Open3D [21] to generate 2D projected video
sequences from two fixed viewpoints. For the ith point cloud
PCi of V V , the first view point is set at the default position
defined by the Open3D, which is regraded as front side of
the point cloud. Then we calculate the mean center point

(Oi
X , Oi

Y , O
i
Z) of the point cloud:

V V = {PCi|1 ≤ i ≤ L ∗ r} (1)

PCi = {pcij |1 ≤ j ≤ N i} (2)

Oi
α =

1

N i

Ni∑
j=1

pcij,α, (3)

α ∈ {X,Y, Z}, (4)

where L is the length of the volumetric video V V , r is the
frame rate of V V , N i refers to the number of the points
of PCi, Oi

α refers to the X,Y, Z coordinates of the PCi

mean center, and pcij,α denotes the X,Y, Z coordinates of
each point in the PCi. Then we rotate the original viewpoint
180° around the mean center (Oi

X , Oi
Y , O

i
Z) to get the second

viewpoint, and Fig 2 illustrates the details of this process.
The projection frame of the ith point cloud are obtained
by Open3D visualization function, and the captured video
sequences can be derived as:

f i
β = vis(PCi) (5)

Vβ = {f i
β |1 ≤ i ≤ L ∗ r}, (6)

β ∈ {vp1, vp2}, (7)

where β refers to the viewpoint, vis is the visualization
function, f i

β refers to the projection of ith point cloud cor-
responding to the viewpoint β, Vβ consists of all projections
from the certain viewpoint.

B. Feature Extraction Module
In this section we describe the process of extracting fea-

ture from the captured video sequence. The frame rate r
of common volumetric video is 30, and previous research
demonstrated that temporal sub-sampling can reduce compu-
tation resource consumption without sacrificing the accuracy
of quality score prediction [22]. So in the training stage, we
randomly select a number k between 1 and r, sample the
kth frame of each second, and obtain the sub-sampling video
sequences SubVβ .

k = rand(1, r) (8)

SubVβ = {fk+r∗i
β |0 ≤ i ≤ L− 1} (9)
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For the feature extraction of the sub-sampling video se-
quence, we utilize the ResNet3D network as the backbone.
As 3D convolution do temporal convolution and spatial convo-
lution simultaneously, ResNet3D network can extract feature
involving both temporal and spatial information. For each
viewpoint, we employ an independent ResNet3D network for
its feature extraction, and the process can be concluded as:

Fβ = R3Dβ(SubVβ) (10)
β ∈ {vp1, vp2}, (11)

where R3D is the ResNet3D network, Fβ indicates the
extracted features of ResNet3D network from different view-
points.

C. Feature Regression Module

The feature regression module takes the extracted ResNet3D
feature as input, and outputs the overall quality score. To
fuse the feature from different viewpoints, the feature vector
from different viewpoints are concatenated together and two
fully-connected layers with 1024 neurons and 256 neurons are
utilized. The final score Qp are calculated as:

Fin = Fvp1
⊕ Fvp2

(12)
Qp = FC(Fin) (13)

where ⊕ means the concatenation operation, Fin are the input
feature of regression module and FC are the fully-connected
layers.

The loss function for the network is mean squared error
(MSE) loss:

Loss = ||Qp −Qgt||22 (14)

where Qgt is the ground truth mean opinion score (MOS).

III. EXPERIMENT

A. Database

We conduct experiments on the vsenseVVDB2 database
[8] with the volumetric video consisting of point clouds
and the volumetric videos consisting of mesh are excluded.
The database contains 8 reference volumetric video se-
quences and each volumetric video lasts for ten seconds
with frames rate 30, which indicates that 300 = 30×10
point clouds are included. Three MPEG standard compression
algorithms,including G-PCC with region-adaptive hierarchi-
cal transform (RAHT), V-PCC with all-intra (AI) mode, V-
PCC with random-acess (RA) mode, are utilized to compress
these volumetric video at different bit-rate, which generates
128=8×16 compressed point cloud volumetric video in total.

B. Experiment Setup

In this section, we explain the details of our experiment. Due
to the scale of current volumetric video database, we do a 8-
fold cross validation to maximize the utilization of available
data. Each time we select seven reference volumetric videos,
employ their distorted videos for network training, and leave
the remained volumetric video’s distorted versions as the test
set. After 8 rounds, all groups of volumetric videos are tested,

TABLE I: Performance results on the vsenseVVDB2
databases.

Index Type Methods SRCC PLCC KRCC RMSE

A

FR

p2point(RMS) 0.6726 0.7908 0.4950 10.4964

B p2point(Haus) 0.6055 0.6748 0.4623 12.6551

C p2plane(RMS) 0.5434 0.5685 0.3849 17.1490

D p2plane(Haus) 0.5356 0.6454 0.3982 13.0985

E psnr-Y 0.6229 0.7389 0.4752 11.5536

F PC-SSIM 0.6853 0.8224 0.5476 9.7556

G PCQM 0.7540 0.8767 0.5694 8.2486

H GraphSIM 0.7730 0.8854 0.6111 7.9682

I

NR

3D-NSS 0.7793 0.8972 0.6061 7.5702

J BRISQUE 0.3126 0.3567 0.1845 20.8431

K VSFA 0.5919 0.7861 0.4583 10.2463

L StairVQA 0.7414 0.7721 0.6367 11.5326

M Proposed 0.8648 0.9007 0.7199 7.9271

and we record the average performance as the results. We use
the Adam optimizer [23] with initiate learning rate 1e-5, the
batch size is set to 4 and the number of epoch is 30. The input
video frames are resized to 480×480, and randomly cropped
into 448× 448 patches.

To evaluate the correlation between predicted quality score
and MOS, we employ four widely-used correlation evaluation
metrics. Root mean square error (RMSE) denotes the error
gap between predicted score and MOS. Spearman Rank Cor-
relation Coefficient (SRCC) and Kendall’s Rank Correlation
Coefficient (KRCC) evaluate the degree of monotonicity. Pear-
son Linear Correlation Coefficient (PLCC) measures the linear
correlation. The value range for SRCC, KRCC, PLCC is [-1,1],
and a higher value means better performance.

C. Compared Methods

As there is no specific designed VVQA methods, we
compare our proposed method with several PCQA methods.
For these PCQA methods, we record the quality score of each
single point cloud frame, and apply the average pooling to
obtain the quality score of the volumetric video. To extend
the range of comparison, we also take some famous NR
VQA methods for comparison. All compared methods are as
follows:
• FR methods: FR metrics include p2point [12], p2plane [24],
psnr-Y [25], PCQM [14], GraphSIM [15], and PC-SSIM [16].
Note p2point and p2plane is evaluated with different distance
criteria: root mean squared (RMS) distance and Hausdorff
(Haus) distance .
• NR methods: NR metrics consist of 3D-NSS [18], BRISQUE
[26], VSFA [27], and StairVQA [28]. Note that Brisque, VSFA
and StairVQA are NR-VQA methods and utilize the same
setup as our proposed method.
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Fig. 3: Statistical significance test results on vsenseVVDB2
database. A white/black block indicates that the row model is
statistically better/worse than the column model. A gray block
indicates that the row and column models are statistically
indistinguishable. A-N are model indices given in Table I.

TABLE II: Ablation study of the viewpoints.

viewpoint SRCC PLCC KRCC RMSE
vp1 0.8268 0.8974 0.7000 8.1598
vp2 0.8489 0.8928 0.7166 8.0353

vp1+vp2 0.8648 0.9007 0.7199 7.9271

D. Results

The results of each method are reported in Table I, and
the best performance is marked in red, and sub-optimal result
is marked in blue, where we can find our proposed method
achieves the best performance in SRCC, PLCC, KRCC and
sub-optimal performance in RMSE. The underlying factors
contributing to the performance are explained as follows.
Compared with the PCQA-based methods, we leveraged the
ResNet3D network to extract spatial-aware and temporal-
aware features. Spatial features are useful for the evaluation of
blocking artifact caused by compression, and temporal feature
are employed to aggregate features from different frames to
the overall quality score, rather than average pooling. As for
the VQA-based methods, we adopt multi-viewpoints and make
full use of videos captured from different angles.

To further validate whether the results from different meth-
ods are statistically better or worse, a t-test on the SRCC
values is adopted as recommended by [29], and the results
are demonstrated in Fig 3, where a white/black block denotes
the row model is statistically better/worse than the column
model, and a gray block denotes the row model has similar
performance with the column model. It’s clear that our method
is statistically better than current PCQA methods or VQA
methods, which demonstrates the effectiveness of our proposed
method.

An ablation study is also carried out to ascertain the impact
of using videos from different viewpoints. The results are
listed in Table II, where vp1 means only using the captured
video from viewpoint1, so as vp2. It is clear that the com-
bination of different viewpoints improves the performance of
quality score prediction.

IV. CONCLUSION

In this paper we propose a novel framework to deal with the
VVQA task. To better utilize the free viewpoint characteristics
of volumetric video, we employ two different viewpoints
to capture videos from source volumetric videos, and the
ResNet3D backbone are applied to extract both temporal and
spatial aware features with 3D convolution. The extracted fea-
ture from different viewpoints are fused and utilized to predict
the final quality score. The experimental results and statistical
T-test demonstrated that our proposed method outperforms
current state-of-the-art full-reference and no-reference PCQA
metrics on the vsenseVVDB2 databases, which reflects the
effectiveness of the proposed method.
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