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Abstract—In this paper, we propose a graph based method to
improve the heart rate trace estimation in UWB impulse radar.
The key idea is to extract the heart rate from spectrograms
using graph weight and normalised cuts image segmentation.
Radar heartbeat signal is generally weak and inevitably couple
with motion interference including involuntary body motion and
respiration. When the pulse signal to interference plus noise ratio
is low, the graph-based method outperforms the conventional
spectral peak finding method. The spectrograms by complex
data has better estimation performance than phase data. The
harmonic signal promoted by complex data is helpful to the
heart rate estimation when the fundamental heart rate signal
is weak or masked by respiration interference. We validate the
graph-based method through experimental demonstration.

Index Terms—heart rate estimation, graph, segmentation,
UWB radar

I. INTRODUCTION

Detecting human vital sign using short-range radar tech-
nology is an important application in health development [1],
[2]. The non-invasive detection of vital sign has led to several
potential applications such as elderly-care and in-hospital
monitoring. Heart rate is one of the most important vital sign
parameters that can be used to inspect potential health issues.
By continuous monitoring the heart rate, we can check the
changes of our resting heart-rate.

Ultra-wide band (UWB) radar system has strong penetrating
ability compared to optical systems, and fine range resolving
ability compared to continuous wave (CW) radar systems [3],
[4]. UWB radar using an impulse or frequency modulated sig-
nal can non-invasively monitor internal physiological motion
of the organs of a body such as heartbeat, lung, blood flooding.
In [5], they have discussed the effectiveness of monitoring vital
sign of stationary human subject in a remote manner using
UWB radar.

Various signal processing techniques have been developed
for Doppler-based vital signs detection. The popular complex
signal demodulation (CSD) method [6] fails when the lower
order-harmonics of respiration is close to the fundamental
heartbeat in the spectral domain. Phase-based method [7] and
its variants [8] fail when the phase noise cannot be correctly
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compensated. In real system, an automatic phase calibration
procedure is still unknown. Harmonic signatures are utilized to
recover the fundamental heartbeat frequency from its higher-
order spectral features [9], [10], which do not need the phase
information. They point out that spectrally the fundamental
heartbeat frequency is respiration-interference limited. The
main challenge of monitoring fundamental heartbeat contin-
uously is due to the spurious spectrum peaks such as 2nd
or 3rd-order harmonics of respiration. Due to weak heartbeat
amplitude and measurement noise, the accurate measurement
of the target heart rate is still a challenge.

Segmentation is the separation of images into more mean-
ingful information based on similarity or difference, continu-
ity or discontinuity. Segmentation using graph cut methods,
depends on assignment of appropriate weights. The paths
are obtained by the default shortest path algorithms. Graph-
cut is an optimization method used in solving many image
processing and computer vision problems, where the problem
is represented as a graph. [11] was originally developed for
segmenting the retinal layers in the cross-sectional images
from Optical Coherence Tomography.

It is inspiring to handle the heart rate estimation problem
from the view of image segmentation. The spectrogram images
by the time-frequency analysis Short-time Fourier transform
(STFT) contains obvious layered structures of vital sign signal.
Vital sign estimation is to capture frequency components of
a signal vary over time in their spectrograms. In [12], they
reported an image segmentation-based heart rate extraction
method in FMCW radar, which expanded the scope of retinal
layer segmentation algorithms to the field of spectral analysis.
Motivated by this, this paper extends this graph based method
to enhance heart rate trace estimation using UWB pulse radar.

Our contribution:

e according to the authors’ knowledge, we are the first to
utilize the graph-based method to estimate the heart rate
in UWB impluse radar

e we experimentally demonstrate the effectiveness of the
graph-based method

II. SIGNAL MODEL

In this section, we discuss the signal model for vital sign
detection using UWB impulse radar. We summarize the results

EUSIPCO 2023



in reference [9]. The received signal is directly sampled in
RF and then digitally converted to the complex baseband. In
our model, 7 denotes the fast sampling time and v is the
transformed frequency component, while ¢ denotes the slow
cross-range sampling time and f denotes the corresponding
Fourier domain component. The vital signs of a subject at a
nominal distance dy can be modeled as a sum of two periodic
signals from respiratory and cardiac activities,

d(t) = do + Mpsin(2m fyt) + Mpsin(27 frt), (1)

where M, is the amplitude of respiratory activity, and My, is
the amplitude of cardiac activity. f;, and f, are respiration and
heartbeat frequencies.

The received signal can be modeled as a sum of the
target response and the delayed, attenuated versions of the
transmitted pulse due to static environment,

r(t,7) = Arp(T — 7o (t)) + Z Aip(t —73), (2

where p(t,7) is the generated short pulse, centered at the
carrier frequency F.. Ap and A; denote the magnitude of
the target response and the multi-path components, while
7p(t) = 2d(t)/c and 7; are the corresponding delays, where
c is the speed of light.

The signal of interest can be modeled as,

ro(t,7) = Arp(T — 7p(t)), (3)

where the multi-path components due to static environment
can be eliminated by mean subtraction.

The received signal is then down converted to the complex
baseband and represented as,

y(t. ) = ro(t,7)e 92T

= ATp(T — TD(t))e_j27rFCT.

“)

We also show how to extract phase variation due to vital sign
activity. For convenience, we evaluate the fast-time Fourier
transform applied to Eqn.(4) at DC is

Y(t, O) = ATMPe*j(QﬂFCTD(t)+¢P)' 5)

where Mp and ¢p are the magnitude and phase of the fast-
time Fourier transform of the transmitted pulse shifted to DC.

Note that Ar and Mp are real numbers and the vital
information is preserved in the phase term. The I and Q
channels can be represented as,

I(t) = ArMpcos(2rnF.p(t) + ¢p), (6)
Q(t) = ATMpSin(QWFCTD(t) + ¢P), (7)

By directly calculate the phase shift as a Arctangent func-
tion of Q(t)/I(t), the accurate phase variation extraction is

possible,
Q)

1(t)

®(t) = unwrapping{atan( )} (8)

III. METHODOLOGY

In this section, we describe the proposed heart rate trace
estimation method. The signal processing flow chat is shown
in Fig. 1. The algorithm is generalised for layered structure
segmentation, which is an ideal method for extracting the
vital signs in STFT spectrograms. An open source retinal
layer segmentation software is adopted for the spectral analysis
application [13].

The vital spectrogram is computed using STFT [14], [15].
Let z(t) denote the signal to be analyzed, its STFT is written
as,

X(r,w) = /OO z(t)w(t — 7)e” ™ dt )

— 00

where w(7) is the window function. The magnitude squared
of the STFT yields the spectrogram S(7,w),
S(r,w) = [X(r,w)[? (10)
where X (7,w) is the Fourier transform of x(¢)w(t — 7), a
complex function representing the phase and magnitude of the
signal over time and frequency.
Each spectrogram is treated as an image. Given an image
I with n x n pixels, we convert it into an undirected and
connected graph G = (V,E, W). V is a finite set of |V| = n?
vertices, where each node is corresponding to a pixel. £ is
a finite set of edges, denoted as e = (vs,v;) € &, which
are decided by their neighbors. The adjacency matrix W €
R xn? represents the mapping association between nodes.
When cutting a graph into segments, a route between the
start and the end nodes needs to be created by assigning
weights to edges. In the spectrograms, the signals to be ex-
tracted are layer-like and primarily horizontal [12]. Therefore,
the difference in intensity can be represented by finding the
vertical gradients of the image:

Wt =2~ (gs+gt)+wmzn (11)

Where g5 and g;are the vertical gradients of the image at node
s and t, respectively. wg; is the weight assigned to node s and
t, and Wy, is the minimum weight of the graph, added for
system stabilisation.

IV. EXPERIMENT RESULTS

In this section, we provide experimental examples to vali-
date the advantage of proposed heart rate estimation algorithm.

A. Experiment setup

The UWB impulse radar sensor is the Xethru X4MO03
development kit. The detailed hardware design can be found
in reference [16]. For performance demonstration, we consider
the time-frequency (2-D) analysis since we are observing a
time-varying process. Some of the key radar parameters are
summarized in Table I.
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Fig. 1. The flowchart of the graph-based method for heart rate trace estimation

TABLE I
SYSTEM PARAMETERS
Specification Values
Center frequency 7.29 GHz
Bandwidth 1.4 GHz
Fast-time sampling rate after coherent combing 20 HZ
Coherent processing time 15s

B. Heart rate trace results

The following results are generated from one 260-s data
set with a 15-s processing window and 1-s increment each
processing time. Gaussian filtering is performed to decrease
the noise. To validate performance of estimation method, the
corresponding PPG signal are also recorded and collected as
reference. Fig. 2 shows the spectrograms visualization of PPG
reference data, complex data and phase data, respectively.
Both the fundamental heart rate and second order harmonic
signal are clearly visible in PPG data as layered structure in
Fig. 2(a). Due to respiration interference, the heart rate and
second order harmonic signal in complex data as shown in
Fig. 2(b) are much weaker than these in PPG data. There
only exists fundamental heart signal in phase data as shown
in Fig. 2(c). Fig. 3 illustrates the segmentation results of graph
based method by both complex and phase data. The estimation
results of fundamental heart rate and second order harmonic
are marked in white dotted lines in Fig. 3(a). The estimation
result of fundamental heart rate is marked in white dotted line
in Fig. 3(b).

The estimation results by different methods are compared in
Fig. 4 including conventional method, graph based method and
PPG reference. Conventional method is peak finding result. We
also compare the heart rate estimation results by graph-based
method with and without harmonic signal. Without harmonic
signal, we only use the fundamental signal. With harmonic
signal, we fuse fundamental result and harmonic signal by
evenly weighted. Fig. 4(a) and (b) show different methods

comparison by complex data and phase data, respectively. In
general, the graph-based method shows better agreement with
reference result than the peak finding method. The result of
conventional method fluctuates a lot, which is more easily
effected by respiration inference. In addition, the complex data
shows performance advantage over phase data. The numerical
analyses are given in the next subsection.
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Fig. 2. Spectrograms visualization of complex and phase data: (a) is ppg
reference data; (b) is the complex data; (c) is phase data.

C. Numerical analysis

We utilized two evaluation metrics to characterize the
algorithm performance, root mean square error (RMSE)
and Pearson Correlation Coefficient (PCC). RMSFE is the
squared and averaged difference between the estimated data
and corresponding reference data. PC'C' is to assess the simi-
larity between the estimated data and corresponding reference
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Fig. 3. Estimation results of graph based method by complex and phase data:
(a) is the estimation result by complex data; (b) is the estimation result by
phase data.
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Fig. 4. Different results of heart rate trace estimation: (a) is the estimation
result by complex data; (b) is the estimation result by phase data.

data. Table II gives the numerical performance comparisons
between the graph-based method and conventional peak de-
tection method. Both the complex data and phase data are
evaluated. It is obvious the graph based method have higher
PCC and lower RMSE than conventional method by no
matter the complex data or phase data. It is worth noting
that PC'C values are relatively small in conventional method,
which means the poor estimation performance. Our method
shows advantages of estimation than peak detection method.
According to the performance comparison between complex
and phase data in Table II, there are higher PC'C' and lower
RMSFE by complex data than by phase data.

To analysis the benefit of harmonic signal, Table III shows
the comparison of estimation results with (w/) and without
(w/o) the harmonic signal. The PCC value with harmonic
signal is bigger than without harmonic signal, which means
better coherence over the whole data. The RMSE value
w/ harmonic signal is bigger than w/o harmonic signal.
What’s more, we also compare their performance including
graph method w/o harmonic, graph method w/ harmonic and
conventional method using every 10 seconds data . Both
the RMSE and PCC are illustrated in Fig. 5(a) and Fig.
5(b), respectively. We can conclude that graph-based method
performs well in the situation of obvious background inference
and the harmonic signal is also helpful when the fundamental
heart rate signal is masked or not available.

TABLE II
Comparisons between graph based method and conventional method
Metric Graph method Conventional method
Data PCC | RMSE PCC RMSE
Complex Data 0.7856 2.1202 -0.2114 6.9915
Phase Data 0.4841 2.8215 0.3999 3.0157
TABLE III
Comparisons with and without harmonic signal
Data
Metric w/o harm | w/ harm
PCC 0.7856 0.8095
RMSE 2.1202 2.9912

V. CONCLUSION

Graph-based method outperforms the conventional esti-
mation method in both the complex data and phase data.
Compared with conventional method, the graph-based method
is more robust to respiration interference. The complex data
is more suitable to estimate the heart rate when paired with
graph-based technique because of the harmonic information.
The promising results show the potential of image-based
method to improve UWB impulse radar heart rate estimation.
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