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Abstract—We present a model-agnostic federated learning
method for decentralized data with an intrinsic network struc-
ture. The network structure reflects similarities between the
(statistics of) local datasets and, in turn, their associated local
(“personal”) models. Our method is an instance of empirical risk
minimization, with the regularization term derived from the net-
work structure of data. In particular, we require well-connected
local models, forming clusters, to yield similar predictions on a
common test set. The proposed method allows for a wide range of
local models. The only restriction put on these local models is that
they allow for efficient implementation of regularized empirical
risk minimization (training). Such implementations might be
available in the form of high-level programming frameworks such
as scikit-learn, Keras or PyTorch.

Index Terms—federated learning, personalization, heteroge-
neous, non-parametric, complex networks

I. INTRODUCTION

Many important application domains for machine learning
(ML), such as numerical weather prediction, the internet of
things or healthcare, generate decentralized data [1]. Decen-
tralized data consists of local datasets that are related by an
intrinsic network structure. Such a network structure might
arise from relations between the generators of local datasets
or functional constrains of the computational infrastructure [2],
[3]. We can represent such networked data using an undirected
weighted empirical graph [4, Ch. 11].

There is a substantial body of work on machine learning
(ML) and signal processing models and techniques for graph
structured data [3]–[6]. Most of existing work studies para-
metric models for local datasets that are related by an intrinsic
network structure. Maybe the most basic model for networked
data is the scalar graph signal-in-noise model [7], [8]. For
this model, sampling theorems and generalization bounds
have been derived using different smoothness or clustering
assumption [7], [9]–[11]. The extension from scalar signal-
in-noise models to vector-valued graph signals and networked
exponential families has been studied in [11], [12].

Federated learning (FL) is an umbrella term for collabo-
rative training of ML models from decentralized data. FL
methods have been championed for high-dimensional para-
metric models such as deep nets [13]–[15]. The focus of FL
research so far has been on distributed optimization methods
that exchange different forms of model parameter updates such

This work has been supported by the Academy of Finland via funding
granted under decision numbers 331197 and 331197.

as gradients [16]–[19]. However, there is only little work on FL
of non-parametric models such as decision trees. The adaption
of specific decision tree algorithms to a FL setting is discussed
in [14, Ch. 2].

The closest to our work is recent work on using knowledge
distillation to couple the training of local models [20], [21].
Similar to this knowledge distillation approach, we also use
predictions of local models on a pre-defined set of data points
to couple their training processes. However, in contrast to [20],
[21] we exploit the network structure of decentralized data to
construct a regularizer. Our regularization approach is similar
in spirit to [21] which studies a centralized FL architecture
to learn tailored (personalized) parametric local models for
multi-class classification. In contrast, our method can be com-
bined also with non-parametric models and different choices
for the loss function (regression or classification). Moreover,
our method lends to distributed implementations as message
passing over the data network.

Contribution. To the best of our knowledge, we present the
first model agnostic FL method for decentralized data with an
intrinsic network structure. Our method copes with arbitrary
collections of local models for which efficient implementations
are available. Such implementations are typically available
in high-level programming frameworks such as the Python
libraries scikit-learn, Keras or PyTorch [22]–[24].
The proposed method couples the training of well-connected
local models (forming a cluster) via enforcing them to deliver
similar predictions for a pre-specified test set.

Outline. Section II formulates the problem of FL from
decentralized data. Section III presents a model-agnostic FL
method that trains heterogeneous networks of (local) ML
models in a distributed fashion.

II. PROBLEM FORMULATION

Section II-A introduces the empirical graph as a useful
representation of collections of local datasets along with their
similarities. Section II-B augments the empirical graph by
assigning a separate local hypothesis space (or model) to each
node. Section III presents our model agnostic FL method
for coupling the training of local models by regularization.
The regularization will be implemented by enforcing a small
variation of local models at well-connected nodes (clusters).
Section II-C introduces the generalized total variation (GTV)
as quantitative measure for the variation of heterogeneous
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networks of ML models. large training set to train each local
model.

A. The Empirical Graph

We represent decentralized data, i.e., collections of local
datasets D(i), for i = {1, . . . , n}, using an empirical graph
G := (V, E) with nodes (vertices) V = {1, . . . , n}. The em-
pirical graph of decentralized data is an undirected weighted
graph G = (V, E) whose nodes V := {1, . . . , n} carry the
local datasets D(i), for i ∈ V . Each node i∈V of the empirical
graph G carries the local dataset

D(i) :=
{(

x(i,1), y(i,1)
)
, . . . ,

(
x(i,mi), y(i,mi)

)}
. (1)

Here, x(i,r) ∈ X and y(i,r) ∈ Y denote, respectively, the
feature vector and true label of the r-th data point in the
local dataset D(i). In principle, our method allows for arbitrary
feature space X and label space Y . However, unless stated
otherwise, we consider the choices X := Rd and Y := R. We
allow the size mi of the local dataset to vary between different
nodes i ∈ V .

An undirected edge {i, i′} ∈ E in the empirical graph
indicates that the local datasets D(i) and D(i′) have similar
statistical properties. We quantify the level of similarity by a
positive edge weight Ai,i′>0.1 The neighbourhood of a node
i ∈ V is N (i) := {i′ ∈ V : {i, i′} ∈ E}.

Note that the undirected edges {i, i′} of an empirical
graph encode a symmetric notion of similarity between local
datasets. If the local dataset D(i) at node i is (statistically)
similar to the local dataset D(i′) at node i′, then also the local
dataset D(i′) is (statistically) similar to the local dataset D(i).

The empirical graph of networked data is a design choice
which is guided by computational aspects and statistical as-
pects of the resulting ML method. For example, using an
empirical graph with a relatively small number of edges
(“sparse graphs”) typically results in a smaller computational
complexity. Indeed, the amount of computation required by
the FL methods developed in Section III is proportional to the
number of edges in the empirical graph.

On the other hand, the empirical graph should contain
sufficient number of edges between nodes that carry statis-
tically similar local datasets. This allows GTV minimization
(GTVMin) techniques to adaptively pool local datasets into
clusters of (approximately) homogeneous data.

Being essentially a hyper-parameter or our FL method, we
can choose the empirical graph using validation techniques.
Recent approaches to determine a useful empirical graph
apply tools from graph signal processing and probabilistic
graphical models [3], [25]. In some applications, we can define
the similarity between local datasets simply by counting the
number of identical data points. A quite fundamental approach
to determine the presence of an edge is to test if adding the

1The notion of statistical similarity could be made precise using a prob-
abilistic model that interprets the data points in each local dataset D(i)

as independent and identically distributed (i.i.d.) draws from an underlying
probability distribution p(i)

(
x, y

)
. The analysis of the statistical aspects of

our method using a probabilistic model is beyond the scope of this paper.

potential neighbour to the model training results in improved
performance [26].

B. Networked Models
Consider networked data with empirical graph G whose

nodes i ∈ V carry local datasets D(i). For each node i ∈ V , we
wish to learn a useful hypothesis ĥ(i) from a local hypothesis
space H(i). The learnt hypothesis should incur a small average
loss over a local dataset D(i),

Li

(
ĥ(i)
)
:=(1/mi)

mi∑
r=1

L
((

x(i,r), y(i,r)
)
, ĥ(i)

)
. (2)

A collection of local models H(i), for each i ∈ V , consti-
tutes a networked model H(G) over the empirical graph G,

H(G) : i 7→ H(i) for each node i ∈ V. (3)

In other words, a networked model is constituted by networked
hypothesis maps h ∈ H(G). Each such networked hypothesis
map assigns each node i ∈ V a local hypothesis,

h : i 7→ h(i) ∈ H(i). (4)

It is important to note a networked model may combine
different types of local models H(i). For example, H(i) might
be a linear model H(d), while H(i′) might be a decision tree
for some other node i′ 6= i. The only restriction we place on
the choice for local models is the availability of computational
means (“a .fit() function”) to train them via (approximately)
solving instances of regularized empirical risk minimization
(RERM).

C. Generalized Total Variation
In principle, we could train each local modelH(i) separately

on the corresponding local dataset D(i) for each node i ∈
V . However, the local datasets might be too small to train a
local model which might be a (deep) artificial neural network
(ANN) or a linear model with a large number of features.
As a remedy, we could try to pool local datasets with similar
statistics to obtain a sufficiently large dataset to successfully
train the local models H(i).

The main theme of this paper is to use the network structure
of the empirical graph G to adaptively pool local datasets with
similar statistical properties. We implement this pooling by
requiring local models at well-connected nodes (clusters) to
behave similar on a pre-specified test set of data points. To
make this informal idea more precise, we next introduce a
quantitative measure for the variation (or discrepancy) of local
models across the (weighted) edges e ∈ E of the empirical
graph G.

Consider two nodes i, i′ ∈ V in the empirical graph that are
connected by an edge {i, i′} with weight Ai,i′ . We define the
variation between h(i) and h(i

′) via the discrepancy between
their predictions

d
(
h(i), h(i

′)
)
:=

(1/m′)

m′∑
r=1

[
L(d)

(
x(r), h(i)

(
x(r)

)
, h(i

′)
(
x(r)

))
. (5)
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on a common test set

D(test) =
{

x(1), . . . ,x(m′)
}
. (6)

The test set (6), which consists of m′ feature vectors, must be
shared with each node i ∈ V of the empirical graph.

We then define the GTV of a networked hypothesis h ∈
H(G) by summing the discrepancy (5) over all edges E ,

GTV {h} :=
∑
{i,i′}∈E

Ai,i′d
(
h(i), h(i

′)
)
. (7)

Note that GTV {h} is parametrized by the choice for the loss
function

L(d) (·, ·, ·) : Rd × R× R→ R,

used to compute the discrepancy d
(
h(i), h(i

′)
)

via (5). This
loss function depends on h(i), h(i

′) only via their predictions
h(i)
(
x(r)

)
, h(i

′)
(
x(r)

)
.

The choice for the loss function L(d) in (5) might be
unrelated to the choice for the local loss function (2) used
to measure the prediction error of a local hypothesis h(i).
However, it might be beneficial to construct the loss function
in (5) using the loss function (2) (see Section III-A).

Using GTV (7) as a regularizer is useful if the edges in
the empirical graph conform with similarities between the
statistical properties of local datasets. This informal require-
ment can be made precise using various forms of a clustering
assumption [4], [27].

III. A MODEL AGNOSTIC FL METHOD

Consider networked data that is modelled by an empirical
graph. It seems natural to learn a a local hypothesis h(i) for
each node i ∈ V by balancing the local loss function with
the GTV (7). The precise formulation of this balancing is
GTVMin,

min
{h(i)∈H(i)}

∑
i∈V

Li

(
h(i)
)
+ λ

∑
{i,i′}∈E

Ai,i′d
(
h(i), h(i

′)
)
. (8)

Note that GTVMin (8) is an instance of the RERM principle.
Indeed, we can interpret the (aggregate) local loss function as
the training error of a networked h ∈ H(G) and the GTV as a
regularizer

We use block-coordinate minimization [28], [29] to solve
GTVMin (8). To this end, we rewrite (8) as

min
h∈H(G)

∑
i∈V

[
Li

(
h(i)
)
+(λ/2)

∑
i′∈N (i)

Ai,i′d
(
h(i), h(i

′)
)]

︸ ︷︷ ︸
:=f(h(1),...,h(n))

. (9)

Given some local hypothesis maps ĥ(i)k′ , for all nodes i′ ∈ V ,
we compute (hopefully improved) updated local hypothesis
maps ĥ(i)k′+1 by minimizing f(h) along h(i), keeping the other
local hypothesis maps fixed,

ĥ
(i)
k+1 ∈ argmin

h(i)∈H(i)

f

(
ĥ
(1)
k , . . . , ĥ

(i−1)
k , h(i), ĥ

(i+1)
k , . . .

)
(9)
= argmin

h(i)∈H(i)

Li

(
h(i)
)
+ (λ/2)

∑
i′∈N (i)

Ai,i′d
(
h(i), ĥ

(i′)
k

)
. (10)

We obtain Algorithm 1 by iterating (10), simultaneously at
all nodes i ∈ V , until a stopping criterion is met. Examples
for a stopping criterion include a pre-specified number of
iterations or monitoring the decrease of local loss function.
The main computational work of Algorithm 1 is done in step

Algorithm 1 FedRelax
Input: empirical graph G with edge weights Ai,i′ ; local
loss functions Li (·); test-set D′ =

{
x(1), . . . ,x(m′)

}
; GTV

parameter λ; loss function L(d) (see (5))
Initialize: k :=0; ĥ(i)0 ≡0 for all nodes i ∈ V

1: while stopping criterion is not satisfied do
2: for all nodes i ∈ V in parallel do
3: share predictions

{
ĥ
(i)
k

(
x
)}

x∈D(test)
, with neigh-

bours i′ ∈ N (i)

4: update local hypothesis ĥ(i)k by

ĥ
(i)
k+1∈ argmin

h(i)∈H(i)

Li

(
h(i)
)
+(λ/2)

∑
i′∈N (i)

Ai,i′d
(
h(i), ĥ

(i′)
k

)
. (11)

5: end for
6: k :=k+1
7: end while

Ensure: local hypothesis ĥ(i) := ĥ
(i)
k for all nodes i ∈ V

(4). This step is an instance of RERM for the local model
H(i) at each node i ∈ V . The regularization term in this
RERM instance is the weighted sum of the discrepancies (5)
between the predictions of the local hypothesis map h(i) and
the predictions of the current local hypothesis maps h(i) at
neighbouring nodes i′ ∈ N (i).

A. Model Agnostic Federated Least-Squares Regression

Note that Algorithm 1 is parametrized by the choices for
the loss function used to measure the training error (2) and
the loss function used to measure the discrepancy (5) between
the local models across the edge {i, i′} ∈ E .

A popular choice for the loss function in regression prob-
lems, i.e., data points having an numeric label, is the squared
error loss

L ((x, y), h) :=
(
y − h(x)︸︷︷︸

=ŷ

)2
. (12)

We obtain Algorithm 2 as the special case of Algorithm 1
when using the squared error loss in (2) and (5).

Note that the update (11) is nothing but RERM for learning
a local hypothesis h(i) ∈ H(i) from the local dataset D(i). The
regularization term in (11) is the average squared error loss
incurred on the (“pseudo-”) labeled test set (see (6))⋃
i′∈N (i)

{(
x(1), ĥ

(i′)
k

(
x(1)

)
, . . . ,

(
x(m′), ĥ

(i′)
k

(
x(m′)

))}
. (14)

B. Parametric Model Agnostic Federated Learning

We now apply Algorithm 1 to train a parametric networked
model H(G) with each local model H(i) parametrized by a
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Algorithm 2 FedRelax Least-Squares Regression
Input: empirical graph G with edge weights Ai,i′ ; test-set
D′ =

{
x(1), . . . ,x(m′)

}
; GTV parameter λ

Initialize: k :=0; ĥ(i)0 ≡0 for all nodes i ∈ V
1: while stopping criterion is not met do
2: for all nodes i ∈ V in parallel do
3: share test-set labels

{
ĥ
(i)
k

(
x
)}

x∈D(test)
, with

neighbours i′ ∈ N (i)

4: update local hypothesis ĥ(i)k by

ĥ
(i)
k+1 ∈ argmin

h(i)∈H(i)

[
(1/mi)

mi∑
r=1

(
y(i,r) − h(i)

(
x(i,r)

))2

+(λ/(2m′))
∑

i′∈N (i)

Ai,i′

m′∑
r=1

(
h(i)
(
x(r)

)
− ĥ(i

′)
k

(
x(r)

))2 ]
. (13)

5: end for
6: k :=k+1
7: end while

Ensure: local hypothesis ĥ(i) := ĥ
(i)
k for all nodes i ∈ V

local model parameters w(i) ∈ Rd. The common dimension
d of all local models is identical to the length of the feature
vectors in the test set D(test) (6). For every node i ∈ V , any
hypothesis map h(i) = h(w

(i)) in H(i) is determined by a
specific choice of local model parameters w(i).

The usefulness of a specific choice for w(i) is measured by
the local loss function Li

(
w(i)

)
= Li

(
h(w

(i))
)

. We measure

the discrepancy (5) between local hypothesis maps h(w
(i)),

h(w
(i′)) across {i, i′} ∈ E using the squared error loss,

L(d)
(
x, h(i)

(
x
)
, h(i

′)
(
x
))

:=
(
xT
(
w(i) −w(i′)

))2
. (15)

Inserting (15) into (5) yields

d
(
w(i),w(i′)

)
= d
(
h(w

(i)), h(w
(i′))
)

= (2/m′)

m′∑
r=1

((
w(i)

)T
x(r)−

(
w(i′)

)T
x(r)

)2

= (2/m′)
(
w(i)−w(i′)

)T
X

′(
X

′)T (
w(i)−w(i′)

)
. (16)

Here, we used the feature matrix X′ =
(
x(1), . . . ,x(m′)

)
∈

Rd×m′
whose columns are the feature vectors in the test-set

D(test) (6). It is important to note that (16) depends on the
local model parameters only via their predictions

(
w(i)

)T
x(r),(

w(i′)
)T

x(r) for the data points in the test-set (6).
We obtain Algorithm 3 from Algorithm 1 by inserting (16)

into (11). We also obtain the corresponding special case of
GTVMin, that is solved by Algorithm 3, by inserting (16)

into (8),

min
{w(i)∈Rd}

∑
i∈V

Li

(
w(i)

)
(17)

+ (2λ/m′)
∑
{i,i′}∈E

Ai,i′
(
w(i)−w(i′)

)T
X

′(
X

′)T (
w(i)−w(i′)

)
.

Let us reformulate the regularizer in (17) using

(2λ/m′)
∑
{i,i′}∈E

Ai,i′
(
w(i)−w(i′)

)T
X

′(
X

′)T (
w(i)−w(i′)

)
= (2λ/m′)WΩWT using W=

(
w(1), . . . ,w(n)

)
, and

Ω = X′
(
L⊗ Id

)(
X′
)T
. (18)

Here, we used the Laplacian matrix L of the empirical graph
which is defined element-wise as Li,i =

∑
i′∈N (i) Ai,i′ ,

Li,i′ = −Ai,i′ for every edge {i, i′} ∈ E and Li,i′ = 0 if
there is no edge between nodes i, i′ ∈ V .

Inserting (18) into (17) reveals that the GTVMin instance
solved (approximately) by Algorithm 3 is a special case of the
multitask learning problem [30, Eq. (1)]. In particular, (17)
is identical to [30, Eq. (1)] with the choice λ1 = (2λ/m′),
λ2 = 0 and the matrix Ω as defined in (18). However, in
contrast to the method put forward in [30], we do not optimize
the matrix Ω as it is determined by the (edge weights in the)
empirical graph G which we assume fixed and known.

Algorithm 3 FedRelax for Parametric Models
Input: empirical graph G with edge weights Ai,i′ ; local
loss functions Li (·); test-set D′ =

{
x(1), . . . ,x(m′)

}
; GTV

parameter λ;
Initialize: k :=0; ŵ

(i)
0 ≡0 for all nodes i ∈ V

1: while stopping criterion is not met do
2: for all nodes i ∈ V in parallel do
3: share predictions

{(
ŵ

(i′)
k

)T
x
}
x∈D(test)

, with

neighbours i′ ∈ N (i)

4: update local model parameters ŵ
(i)
k by

ŵ
(i)
k+1∈argmin

w(i)∈Rd

Li

(
w(i)

)
+(λ/m′)

∑
i′∈N (i)

m′∑
r=1

((
w(i)

)T
x(r)−

(
ŵ

(i′)
k

)T
x(r)

)2

. (19)

5: end for
6: k :=k+1
7: end while

Ensure: local hypothesis ĥ(i) := h(ŵ
(i)
k ) for all nodes i ∈ V

IV. CONCLUSION

We have introduced a novel method to train heterogeneous
networks of (personalized) local models. Each local model is
trained on a local dataset which however might not provide
sufficient statistical power to allow for successful training. We
therefore couple the training of local models for statistically
similar local datasets. The similarity structure between local
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datasets and their local models is represented by an empirical
graph. We use the undirected and weighted edges of the
empirical graph to construct a regularization term that couples
local models. In particular, the regularization forces local
models at well-connected nodes of the empirical graph to
agree in their predictions on common test set of unlabeled
data points.
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